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LETTER TO THE EDITOR

The 5g levels of atomic nitrogen

Edward S Chang and Hajime Sakai
Department of Physics and Astronomy, University of Massachusetts, Amherst MA 01003,
USA

27 February 1981

Abstract. Energy levels and relative strengths for the 4f-5g transition in N [are calculated in
the j-I coupling scheme. Excelient agreement is found with our interferemetric dats from
,b-ﬂSSmhbothpodtiomandintemiﬁa.V :
Y A5V fam \
"

—

‘.- The Sg levels in atoms are usually determined from measurements of the 4f-5g lines.

Spectroscopic studies were performed on closed-core atoms such as the alkali metals
(Litzen 1970a) and on helium (Litzen 1970b). However, other atoms were not studied,
apparently because of the expected complications in the term analysis due to an open
core, and in detecting low-intensity atomic emissions among molecular bands.

In this letter, ws show that the Sg levels of N1 (which has an open core) are
accurately described by j~! coupling (i.e., in the jIK Mk scheme). This coupling ignores
the spin of the Rydberg electron and is an spproximation to /~-K coupling (i.c., the
JKIM; scheme) empioyed, for example, in Ti 11 (Edién and Svensson 1975, Goldsch-
midt 1981). The resulting simplification allows the analytic calculation of the relative
line strengths for the 4f-5g transition. This theoretical analysis enables us to identify
our glow discharge interferometric data in nitrogen (mixed with helium) from 2455 to
2505 cm™" as 41-5g emission lines in Ni. These atomic lines lie in the same spectral
region as the molecular W-B (4, 2) band observed by Benesch and Saum (1971) under
different discharge conditions.

The general theory of coupling between an open core and Rydberg electron with
high orbital angular momentum has been described by Shortley and Fried (1928) and by
Racah (1942a, b). In application to nf and ng in N 11 (Eriksson 1956) and to af in the
isoelectronic O u (Eriksson 1961), it was noted that the spin of the Rydberg electron s
was in effect decoupled from the rest of the system. Consequently, the system can be
described in L-S,, in j~I, or generally in the intermediate coupling scheme (called pair
coupling).

To expedite the calculation of line strengths, we work efitively in the j~/ coupling
scheme. Since the electrostatic energies are usually given in a coupling scheme resulting
in total orbital angular momentum L, we apply the transformation to /- coupling given
by

(ULIL, S (L SHFP = (-1 e+ P | Lo E

s K ir M

In equation (1) L., S., and | refer respectively to the orbital, spin and total angular
momenta of the core, and [ and L are the orbital angular momenta of the Rydberg
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clectron and the entire atom. K .is the invariant angular momentum, ignoring s.
Retaining only F; of the electrostatic energiés given by Racah (1942a):

-12l-1) forL=]+1
(LS|EILS.) = F(2p, nl) x{ (21 -1)(21 +3) L=1 Q)
‘ (1 +1)2! +3) L=l-1
weﬂndtheenergyini—leouplingtobegivenby
Eux -}:<2L+1)(2,+1){ s, x /] (LSJEILS) 3)
wherse
jla ilo iJ}
Jolisjs
are the 6 —j symbols. Using st=ndard Racsh algebra, we obtain the line strength as
SUK, VK= 8 @K + DK+ '] Su @

where Sy = ({IP"W')*Ry? are essentially the hydrogen line strengths, for s Rydberg
electron with /> 3.
xuapplauonwm.mhmt..-s.-lfonhemundeoremn(zp)”r.wmch
splits into j =0, 1 and 2 levels. Further splittings due to electrostatic interaction with
the 7. L erg electron are obtained from equation (3). The results for the 4f and the Sg
coafigurations are given in table 1. In addition, line strengths given by equation (4) are
shown for allowed transitions which obey A/=0 and AKX =0 or 1. In compering
relstive strengths in H 1, Bethe and Salpeter (1957) observed that the most intense lines
are those with An = Al = —1. Our results in table 1 and the more general results in

Teble 1. Theorstical energies and line strengths of the 41« Sg transition.

S(/4K, j3K8
i 4 Epsxt Eaxt K'=1 2 3 4 s
0 3 0
.4 0 1.00
1 2 6
3 -7.8 27.5 o7 0.06 0.00
4 2s -38.5 0.94 0.06
s. 14 1.22
2 1 -12
2 -2 : ~53 043 012 0.01
3 53 ~8.$ 0.60 0.17 0.01
4 28 3. 0.82 0.18 0.01
s -5 3s 1.10 0.12
6 -28 144
t in units of Fy(2p, )= 1.061 cm™"
$ In units of Fy(2p, Sp) = 0.006 67 -
§ 1n units of S,
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equation (4) enable us to extend their rule to a compiex atom in j~/ coupling, i.e. the
most intense lines are those with AK = An = Al = —1. As expected from properties of
the 6-j symbols, the sum of the strengths for each value of j is (2j + 1). The values of the
electrostatic interaction integrals for N 1 were calculated (Eriksson 1967) to be Fa(2p,
4f)=1.861 cm™" and F(2p, 5g) =0.086 67 cm™". In the case of the 4f configurations,
energy levels calculated from table 1 may differ from the experimental values by several
cm™'. However, for the Sg configuration F; is substantially smaller, so our approxima-
tion can be expected to be much better as we will see.

The infrared emission data analysed in the present study were generated in a ‘Pfund’
type optical cell 30 m long, and 1 min diameter. At both ends were placed two concave
mirrors of 30 m focal length. The glow discharge was formed between the wall of the
optical cell and a 12 m long electrode placed at the central region. An ac 60 Hz voltage
of 700 V rms was applied to activate the discharge at the rate of 200 W. The source was
a continuous flow type; a gas sample of a He-N; mixture was sdmitted at one end of the
cell and pumped out at the other end at a constant rate. The pressure inside the

Table 2. Experimental energy levels of the 4f and the Sg configurations of N 1.

i K af(em™) Sglem™)
0 3 110349.11
4 112834.03
3 2 110 404.50
3 110385.30 112885.10
4 11040210 112879.38
5 112883.97
2 1 110 459.76
2 110485.98 112960.97
3 110498.39 112 964.96t
4 110501.72 112967.97¢
s 110473.37 112968.38
6 112962.63

t Possibly 112 965.29 cm™.
$ Greater uncertainty due to He 1 line.

discharge chamber was maintained at approximately 0.1 Torr. The infrared radiation
was admitted to an infrared interferometer placed at the exit port of the optical cell
through a KBrlens. The experimental set-up was designed to achieve two objectives (i)
the generation of a large number of infrared photons by forming a large glow discharge
column; and (ii) optimum spectrometric efficiency realised by using the Fourier
spectroscopy technique. The interferogram signal was detected by an InSb detector
housed in a liquid N; Dewar. The path difference of the interferometer spectrometer
was monitored by the interference fringe signal of the HeNe cw laser line 6328 A. The
spectrum used in the present analysis was produced with a resolution of 0.12 cm™". The
accuracy for the present line position measurement was considerably higher than that
obtained by the conventional spectrometer measurement, because each spectial line in
our messurment was directly referenced to the HeNe laser line (15798.00cm™' in
vacuum).
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Figure 1. () Our observed spectrum between 2455 and 2505 cm™'. (b) Theoretical
intensities of N 1 are shown as full linesss follows. A j= 2, K = 3¢3;B: =2 K =4« 5.C:
jm2 Kun3ed, D: jm2, Ku2e3 B ju], Kn2ed; F: jul, K=4e$; G: j=0,
K=3ea4; H: =2, K=wSe6,: jm1, Ku3ed, and J: j=2, K= "+2. In order to
mmmmmmmm.mmmmsumumum
41'Fe-55'Gand 4t *Fe 53 °G; L: 4d "D+ 51 'F and M: 4d D « 5( °F.

Figure 1(a) shows the emission intensity in a nltroaen—helinm glow discharge. The
most intense peak centred at o = 2469.58 cm ™ is due to the 4f-5g line of He 1 as its
relative value varies with the mixture ratio of He in several different runs. Note the
significant discrepancy with the previously measured value of 2469.749 cm™' (Litzen
1970b). We assign the next largest peak at 2489.26 cm™" as the 41-5g line (j =2,
K =5+ 6) of N1, which is the most intense as seen in table 1. From the experimental
value of the 41 (j =2, K = S) level at 110 473.37 cm™* labelied G(5) by Eriksson and
Johansson (1961), we determine the energy of the 5g (j=2, K =6) level to be

112962.63cm™". From teble 1, the rest of the g levels can be calculated by adopting

the experimental values for the 4f levels. The resulting positions and intensities (o' x
strengths) are shown in figure 1(b). The striking agreement between the two sets serves
to identify the data unambiguously as the 4{-5g transitions of N 1. Simultaneously, it
verifies the validity of j~J coupling for both the 4f and the 5g configurations. The
theoreticsl 5g levels dotermined from table 1 differ from our measured values by only a
few tenths of & wavenumber,

In conclusion, the Sg levels of N1 have been identified for the first time and
measured to sn abeolute accuracy of 0.01 cm™ by infrared interferometry. The
emission line intensities to the 41 levels are in excellent agroement with theory using the
JI coupling scheme. The general expression for the line strength and the propensity
rule AK = ~1 are applicable to other Rydberg states in any atom provided that [ » 3.
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Infrared emission spectroscopy of glow discharge formed in

low pressure atmospheric gases

H. Sakai, P. Hansen, M. Esplin, R. Johansson, M. Peitola, and J. Strong

Laboratory study was conducted on the molecular and atomic emissions which are considered detectable
in the IR radiative background of the upper atmosphere. The IR spectra of glow discharge emission formed
in air and other atmospheric constituent gases of 0.1-Torr pressure and a 30-m long column were surveyed
using the technique of Fourier spectruscopy. Several features hitherto unohserved were detected in our sur-

vey study.

I. Introduction

Recently, in parallel with the advent of IR technology,
various study efforts on IR emission revealed the atomic
and molecular features poorly known in the past. In
two specific areas of the observational studies, one for
the atmospheric interest and another for the astro-
physics interest, the spectroscopic data of the IR
emission are obtained for situations which were con-
sidered impossible a decade ago. Most of the emission
data currently obtained in field observations are those
of a relatively low spectral resolution, causing the task
of making unambiguous identification of the spectral
feature found in the data rather difficult. A primary
objective in the field observation study is concerned
with physical and chemical processes involved in the
emission mechanism. It cannot be achieved unless a
proper identification can be assigned to the observed
spectral feature. Under the circumstances where the
field data are provided with a spectral resolution in-
sufficient for producing a clear spectral identification,
a laboratory spectroscopic study on the candidate
atomic and molecular IR emission provides worthwhile
assistance to the analysis effort. Our study effort was
made in part to fulfill the need called for in such a cir-
cumstance. We collected the data on the IR emission
feature of atmospheric species, atoms, and molecules,
with a moderate spectral resolution using the technique
of Fourier spectroscopy, and studied them.

The authors are with University of Massachusetts, Department of
Physics & Astronomy, Astronomy Research Facility, Amherst,
Massachusetts 01003,

Received 19 August 1981,

000:3-88:35/82/020228-08801.00/0.
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The primary interest of our study was focused on the
region of the upper atmosphere above 60 km, where the
pressure remains below 1 Torr. The measurement ef-
forts for the IR emission in the upper atmosphere were
summarized in a recent review article by Baker et al.!
The IR emission generated by the electrons of 20-30 eV
exciting the atmospheric molecules was our main study
subject. Our basic experimental approach to the study
was twofold: (1) by forming a large electric glow dis-
charge column, the IR photons of various atmospheric
species were produced in a large quantity; and (2) by
using Fourier multiplex spectroscopy, the efficiency of
collecting the generated IR photons was optimized.2
By combining these two factors, we were able to enhance
the detection sensitivity to such a level that only 15-min
observation time is required to cover the entire InSb
spectral range (1800-7800 cm~—!) with a spectral reso-
lution of 1 cm=1.

An atomic or a molecular transition falls into the IR
range if the upper and lower state of the transition are
separated by an IR frequency. An electric dipole
transition of a homonuclear diatomic molecule takes
place from the vibrational-rotational level of an elec-
tronic state to another level which belongs to a different
electronic state. Since in general the stable diatomic
molecules have their first electronic excited state a few
electron volts above the ground state, the IR emission
of a homonuclear diatomic molecule is produced by an
electronic transition which does not involve the ground
state. It must take place between two different elec-
tronic excited states. The IR atomic emission occurs
in a similar situation. It takes place between two ex-
cited states which are separated by the IR energy.
These two situations for the electronic transitions
contrast to the normal IR transition, which is found
either in a heteronuclear or in a polyatomic molecule.
It involves a vibrational-rotational transition within the
same electronic state, usually within the ground elec-
tronic state.




-

K. Experimental Setup

A central feature of our experimental setup is a 30-m
long, 1-m diam cylinder used as a container of the glow
discharge source, which is formed between a 12-m long
central electrode and the external wall as shown in Fig.
1. An ac 60-Hz voltage of up to 1000 V is applied be-
tween the electrodes, activating the discharge. The
interferometer accepts the IR radiation through a KBr
lens placed at the exit port of the discharge source. The
interferogram signal is detected by an InSb detector
housed in a liquid nitrogen Dewar. The path difference
is monitored by the interference fringe of the He—-Ne cw
laser line of 6328 A (air wavelength). The detector
output is properly ac amplified, synchronously demo-
Culated, integrated, and finally converted to a digital
signal by an analog-to-digital converter, which is
triggered by the zero crossing position of the laser in-
terference fringe reference signal. The digitized in-
terferogram signal is then recorded on a mass storage
device (a floppy disk) under the control of an LSI/11
minicomputer. After completion of the interferogram
measurement, the interferogram data are postprocessed
using our central site large-scale computer, CDC
CYBER system, for the Fourier transformation etc.

The optical cell which is used to house our glow dis-
charge source is generally known as the Pfund cell.?
The discharge column formed between the electrodes
is seen thrice along the optical path, thus forming an
equivalent 36-m long discharge column. The discharge
region extends only % of the entire cell length, leaving
% of the cell a discharge-free space. This apparent
disadvantage created by the discharge-free region is a
blessing in disguise from the experimental point of view,
since it prevents the mirror contamination caused by
the electron bombardment.

An important parameter which controls our glow
discharge is the excitation energy released to the atoms
and the molecules. A rough estimate of the excitation
energy can be obtained in the following way. The
electric field in the cell is given as a function of distance
r (measured from the center) by

14

b
(3
where V is the electric potential applied between the
electrode of radius @ and the wall of radius b. The
electrons pick up their energy under the applied electric
field and lose it when they collide with a molecule or an
utou:.lnmlo-fofemrgyog:nodutheeollhia;wm
into the energy for exciting the collision partners, for our
case either molecule or atom. The energy loss suffered
at the collision is usually resupplied between collisions.
The mean free path {x) of the electrons, i.e., the mean
distance between the successive collisions, is generally
characterized by

E=

1)

(z) = /(ne#), (¢}

where 1 is the number density of the colliding molecules
and o is a quantity called the collision cross section. 1f

COOant out COOLANT

. CENTRAL ELECTRODE

e

S =t
t 10 ORCHARDE SROION
VADAM PURP

Pt 1 G TG ]

Fig. 1. Schematic representation of the discharge column (not to
scale). Mirrors M, and M are focused on each other, resulting in
thres passes through the discharge column.

an electron moves parallel to the field, it gains its energy
by e{x)E, which is calculated by

€me(x)Em—2YRO __ )

.

for the gas pressure p. In this expression, Ny is the
number density at the standard pressure po. It is seen
that the excitation is the higheat in the vicinity of the
electrode and that it reduces toward the outer wall. For
a typical example, we can assume o = 10~6 ¢m?, V =
1000 V, and n = NoP/po = 7.07 X 10%5 for p = 0.2 Torr.
The field at 7 = 30 cm is ~13 V/cm, while the mean free
path is ~1.4 cm. The energy gain per collision in the
area at r = 30 cm would reach 18 eV = 145,000 cm=1. In
reality, the cross section o varies dependent on the
electron energy, and the electrons may lose only a part
of their energy by the inelastic collision process.
Nonetheless, the value estimated above for the excita-
tion energy agreed well with the experimental data
obtained. In the glow discharge of oxygen, for example,
observed are many IR atomic oxygen lines which are
produced in transition between two highly excited
atomic levels. By identifying the levels involved for the
observed IR atomic O! lines, we estimated the excitation
energy in our glow discharge generally reaching a level
of 20eV. Even though some excitations may exceed the
value by a substantial degree, it is safe to assume that
a majority of the IR photons observable in our experi-
ment are indeed generated in the processes which re-
quire an excitation energy of ~20 eV or less.

One thing noticed is that the excitation is very sen-
sitive to the gas pressure. Once the gas pressure is
above 0.5 Torr, the glow discharge which is indicative
of transitions between the electronic states is confined
to the vicinity of the electrodes, leaving a dark space
elsewhere. For heteronuclear diatomic molecules, the
IR emission does not necessitate the electronic transi-
tion. An absence of the visible glow discharge does not
eliminate a possible IR emission. However, for hom-
onuclear molecules, the visible glow discharge which
usually indicates a presence of the electronic transitions
to the ground state is necessary to produce IR transi-
tion. .

The glow discharge is run at 60-Hz ac obtained from
the ordinary 60-Hz power through a step-up trans-

16 Janusry 1982 / Vol. 21, No. 2 / APPLED OPTICS 220
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Fig. 2. Glow discharge spectrum of air.

former. Direct current voltages fziled to produce a
stable glow discharge. The central electrode is usually
water-cooled.

The spectrum shown in Fig. 2 is a typical result pro-
duced by a glow discharge in 0.1 Torr of air. Identifi-
able molecular features in the spectrum are NO, No, CO,
CO,, N,O, OH, NH, and NO;. The atomic features
contain O and N. Each spectral feature of these species
as well as of others was studied by observing the IR glow
discharge emissions formed in various gas samples in
addition to those produced in air. Specific mixtures
were selected to produce the spectral data necessary for
interpreting those features observable in the air dis-
charge.

0. . Emission Specira of Various Atmospheric
Species

The spectrum shown in Fig. 2 was taken with a reso-
lution of ~1.0cm™~!. A feature observable between 2000
and 2400 cm™! consists of CO, N0, CO,, and possibly
others. The vibrational fundamental (A» = 1) of the
NO ground state is observable in 1800 cm™!, the lowest
frequency range covered by the InSb detector. A fea-
ture which appears as a group of lines at 2500 cm™!
consists of many atomic lines.* The transition fre-
quency of 2470 cm~! corresponds approximately to the
energy difference between n = 4 and n = 5 orbit of the
hydrogenlike atoms. Consequently, all atoms con-
tained in the gas samples would emit IR lines in a con-
fined spectral region centered at 2470 cm~!. We found
atomic lines of H, N, O, and He in this region. The
features observable between 2500 and 4000 cm™! are of
N2, NH, OH, and NO;. The features above 5000 cm™!
are predominantly those of the N; first positive band
(B%r,~A3Z,).5 Inaddition to these molecular features,
various atomic lines of H, O, and N spread over the en-
tire InSb region.

The following description provides a survey of the
spectral features produced by various atmospheric
species. As mentioned above, the glow discharge
formed several molecular products which were not
found in the original gas samples. The present paper
will not discuss the formation mechanism of these
products.  All the measurements were done in inte-
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grating the emission intensity using the normal lock-in
technique. The formation processes of the glow dis-
charge by-product would be better studied by using the
time-resolved spectroscopic technique.

A. Atomic Feature

1. Hydrogen

The atomic lines of hydrogen were observed in the
glow discharge emission of air whenever the sample was
moist, Table | lists the atomic H lines observed in the
IR. No molecular transitions of hydrogen were ob-
served in the IR, even though several known excited
electronic states of H; are spaced by the IR frequencies.
The atomic hydrogen may have been easily formed
because of a low dissociation energy at the ground state
(X121

The glow discharge emissions were to a great extent
affected by admission of hydrogen into the gas sample.
There were two notable effects observed in the dis-
charge emission: suppression of the CO vibrational
fundamental which would otherwise accompany as a
gla;l“itic emission; formation of two hydrides, OH and

2. Oxygen

The atomic lines of oxygen were observed over a wide
spectral range. The line position is listed in Table II.
It is similar to the hydrogen case where no molecular
trangitions were observed. The low dissociation energy
of the O, ground state (X3Z;) contributes to the for-
mation of the atomic oxygen in the glow discharge.”
The recent data compiled for the atomic IR lines by

Tablel. Obeerved Atomic Hydrogen Lines (cm~")

n An =) An =2 An=3 An = 4
1

2

3 5331.55 7799.29

4 2467.75 AR0M.25 1616.53 .
5 2148.79 G719 R on

-
=

mer R A b e S AR S -
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Fig. 3. Glow discharge spectrum of O,.

Outred* do not contain the oxygen lines below 3819
cm~!. Figure 3 shows the glow discharge emission
spectrum of the oxygen gas.

Figure 4 is a sketch showing the atomic oxygen (OI)
energy levels® together with the IR lines observed in our
measurement. The energy of these levels is referenced
to the ground state of atomic oxygen (18)3(2S)2(2p)*
3Py, which is located at ~40,000 cm~! above the mo-
lecular O, ground state X3Z;. As mentioned above, the

Table K. Obeerved Alomic Oxygen Lines

(cm™!) Transition
7593.7 4835°-3p3P
62689.5 5d5D—4p°P
5546.9 4fSF-3dD
5479.4 4f3F-3d3D°
3918.9 6fSF-4d5D
3876.2 6/2-4d*D
3819.9 8°S-5p°P
3819.9 6g3G4fF
3770.7 4d%D-4p*P
3617.2 4pPP-4s%S
3455.4 4p3P-44°S
32269 3d3D—4p3P
3021.9 585S-4pP
2731.0 58359 4p?P
2575.7 5/3F-4d*D°
2532.7 5/3F-4d°D°
24773 5¢°G-4f°F
2192.1 4p3P-3d°D°
2154.6 185G -55F
2150.5 5F-58°G

Table M.  Obeerved Line Position, Observed and Caloulaied intenelty of
i Transition between (2P)8g and (*#)47 Configuration

Position " Relative intensit
J ’ {em™") Obaerved T .'nldinm

K K~
0 4 3 2484.9 1.0 1.0
| I} 2 2480.6 08 0.7
4 3 2494.1 1.0 0.9
5 4 24819 1.3 L2
2 2 1 2600.3 0.5 0.4
3 2 2479.0 0.8 0.8
4 3 2409.6 2.7 0.8
5 4 2468.7 1.3 1.1
8 5 2489.14 1.4 1.4
* Blended with He 1 line.

estimate made on the electron energy available fo- the
excitation agrees with the excitation energy measured
from the observed atomic oxygen lines.

3. Nitrogen

The IR emission from the nitrogen gas contains few
atomic nitrogen lines. The data compiled by Qutred¢
contain no NI lines below 5000 cm~!. The feature at
2470 cm~! consists of many lines, as listed in Table III,
with their transition identification.® Figure 5 shows the
atomic NI emission at 2470 cm™!.

P ¥%

-110000 cm™!

SPo¥%

- 90000

-~ 80000

3—

Fig. 4. Energy level diagram of atomic Ol indicating observed
transitions.
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Fig.5. (a) Our observed spectrum between 2455 and 2505 cm~!; (b) ! k]
theoretical intensities of NI are shown as full lines as follows: (a) j . g
=2 Ke3+3;(b)j=2K=4+5(c)j=2,K=3—4(d)j=2K ! £
n2e3()j=l,K=2+-3(Nj=1,K=4—5(g)=0K=3 s~ E
L= K=5—6Mj=L,K=3—4{i=2,K=1-2 To & o I
distinguish them from the NI spectrum, the following He [ lines are 3 g g
shown as broken lines: (k) 4f!F « 5¢'G and 4f3F — 5¢°G; (1) 4d'D o =
« 5f1F; (m) 4d3D = 5/°F. ° g
v 2 g
~ e
]
B. Molecular Feature o %
] o
1. Nitrogen '1 .g
The N, infrared emission feature fills almost the 2
entire InSb region from 2500 to 7800 cm~!. There are - 8 ©°

three distinctive N, electronic transitions observable ¢', $

in the IR (see Figs. 6 and 7).> Various vibrational

progressions of the first positive band, B3n,~A3Z_, are

observable over a wide spectral range. The emission

spectrum of the Ny/He glow discharge is shown in Fig.

8 to illustrate the band formations. The band centers

of B3r,~-A32;,'° which are indicated in the figure, are

listed in Table IV. In contrast to the first positive band,

the other two electronic transitions, the Wu-Benesch

band W?3A,-B3r, (Ref. 11) and the McFarlane band

- w!A,-alx,,!12 do not form a well-recognizable vibra.

- tional progression. The only observable transition for

the W3A,-B3x, band is formed at the 3000-cm™! re-

gion. The w'A,-a'Z, band is only observable in the

2750-cm™! region where the Wu-Benesch (3-1) band

should be found. In the 2470-cm™! region where the

Wu-Benesch band should be found, the emission fea-

ture consisting of a group of the atomic nitrogen lines
is observed.

The excitation of the first positive band B3x,~-A3%;

is found to be strongly influenced by the discharge

Fig. 6.

10-0)

wA-Jn
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' Fig. 8. Glow discharge lincttuln of air mized with H;. Mixture ratio: air, 3and Hy, 1.
Table IV. Speckoscopic Conslants of NH Electronic Grownd Staste (X°Z)  transition. We were able to determine the spectro-
tem™Y) scopic parameters of this band and found them in good
agreement with those determined from the UV spectral
W, 3280.88 data.
WeXe 1";3
B 16674 2. OH
" a. 0.850 It was found that enhancement of the hydride emis-
D, 17.6 x 10~4 . sion, OH and NH, accompanied an increase of the
‘:ﬂ_ ‘g';:l" 1o moisture in the sample air. The spectrum shown in Fig.
! A -0.013 8 is the glow discharge emission formed in the air mixed
e TN -0.055 with hydrogen. Our experiments indicate that these
7:* 0.0037 hydrides are formed with the presence of hydrogen,
% armgt M. 4 either atomic or molecular. The presence of HyO does
| by =yt . not seem to be required for the formation of the hy-
i drides. The infrared OH band was thoroughly studied
i condition; its intensity varies over a large range froman by Maillard et al.'* Our measurement of the OH line
' undetectably weak level to an extremely strong level.  position agrees well with them.
| The other two hands which are seen in the low fre-
quency region remained consistently sttong. The J. NH
characteristics of both bands, one at 2740 cm~! and A unique feature discovered in our study is the vi-
another at 3000 cm™!, remain consistent; a singlet  brational fundamental transition of the NH free radical
structure was observed for the 2740-cm~! band shown  in its electronic ground state (32~). The NH lines were
in Fig. 7 and a triplet structure of the 3000-cm~! band.  obeerved in the discharge formed in air. It was gener-
The 2740-cm~! band was identified as the w!A,-a'x,  ally considered that the decomposition process, NH, —
18 January 1982 / Vol. 21, No. 2 / APPLIED OPTICS 233
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Fig.9. Infrared spectrum of NH (3Z); spectral resolution 0.12 cm=?.

NH; — NH, is the feasible generation mechanism for
this free radical. However, the spectra taken with the
air/H; mixture showed not only a predicted increase in
the OH band hut also a striking enlargement in the NH
bands. A presence of NH in the glow discharge emis-
sion found in the air/H; or No/H, mixture indicates that
the recombination process is undoubtedly responsible
for NH formation in these gas samples.

The vibrational-rotational transition of NH exhibits
a more complex structure than that of the singlet. The
NH spectrum in Fig. 9 was taken with a resolution of 0.1
cm™~1, which was adequate far spectral analysis.!¢
Table IV lists the spectroscopic constants, which are
more accurate than those previously measured using the
UV data.!®

4. NO

The NO band was seen in the air discharge shown in
Fig. 2. A complementary relation was observed be-
tween the intensity of the NO and the NH bands. With
introduction of extra hydrogen to the discharge gas, a
weakening of the NO band was observed with an en-
hancement of the NH band.!¢

IV. Molecular Emission in the 2000-2400-cm™"
Region

The feature observed between 2000 and 2400 cm—!
is composed of several bands, the CO fundamental, the
N3O Av; = 1 transition,!? the CO; Av; = 1 transition,
and possibly others. The intensity pattern was found
critically influenced by the discharge condition. The
most persistent feature is the v, transition of NgO. The
excitation of the CO; band is affected by the presence
of Na. In our glow discharge condition, an exact nature
of the correlation between the CO; and the Ny excitation
is unclear. A detailed study of the emission in this re-
gion requires a spectral resolution better than 0.1 cm~!,
which is the limit of our experiment.
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A NEW ROTATION~VIBRATION HAMILTONIAN

L.S. Mayants
Abstract

The conventional, rather tangled rotation-vibration Hamiltonian,
whose coefficients are expressed in terms of normal coordinates, is shown
to be appropriate only for small enough atomic displacements. A new,
exact rotation-vidration Hamiltonian is obtained in an explicit form, ‘
whose coefficients can be expressed in terms of Cartesian components of
the atomic displacements. The method used for the construction of this | f
Hamiltonian is: (1) calculation of the matrix of derivatives of the set
of atomic Cartesian coordinates in the initial rest coordinate system with
respect to the set of coordinates describing separately translational,
rotational, and internal motions of a molecule; (2) construction of the
inverse matrix; (3) calculation of the kinetic part K' of the rotation-
vibration Hamiltonian; (4) similarity transformation of K' by makiﬁg use
of the Jacobian of the initial coordinates with respect to the new ones,
which cancels the terms linear in momenta canonicelly conjugate to the
internal coordinates; (5) obtaining the final form of the Hamiltonian.
The new Hamiltonian allows one to represent it easily in the form of the
corresponding differential operator, which opens the door also to the
utilization of methods of approximate computation of rotation-vibration
spectra other than the perturbation one. It is proven, by the way, that
the supposition of the existence of an equilibrium configuration of a
molecule is quite enough for constructing the Hamiltonian, Eckart's

conditions turning out to be not only approximate, but also unnecessary. "
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The new rotation-vibration Hamiltonian can prove to be of special importance
for computation of molecular spectra in the case of large rotation or
vibration quantum numbers, in particular for computation of spectra aof

molecules near their dissociative limits.

1. Introduction

A rotation-vibration Hamiltonian was introduced for the first time by
Wilson and Howard,l and modified somevhat later by Darling and Dennison.2

Its general form was considerably simplified by Huxson.3

Nevertheless, the
conventional Hamiltonian still remains rather tangled. The fact that its
coefficients are expressed in terms of normal coordinates, the atomic dis-~
placements being supposed to be linear combinations of those, makes the
Hamiltonian approximate, because in the general case the supposition
mentioned cannot hold, Besides, the same fact leads to certain difficulties
in the practical utilization of the Hamiltonian, in particular since its
coefficients are implicit functions of the force coefficients and should be
changed in the process of computation of spectra, if the potential energy

is improved.

The methods of the numerical computation of the rotation-vibration
spectra based on the conventional Hamiltonian can apparently be only various
versions of the perturbation method. These versions usually utilize up to
the sixth ovder approximations of that nathod.h In the meantime, the
resolution of rotation-vibration spectra has been greatly increased due to
the development of technique of infrared molecular spectroscopy. And even
though the conventional methods of computation proved apparently to work

sufficiently rsood in many cases, they are not accurate enough

16




i e A g S Pe—— T A7 B LA 4w

for the computation of the spectra in the case of rather large rotation or
vibration quantum numbers.

Thus the accuracy of the computation of the rotation-vibration spectra
turned out to fall behind the accuracy of the contemporary experimental
data. This fact requires increasing the accuracy of the computation of the
spectra. But the higher the accuracy required, the higher should be the
order of the perturbation method approximation to be employed. And this
leads, in turn, to more and more complicated computations. Besides,
appearance of even an approximate occasional degeneracy in the energy levels
causes the necessity of utilizing some special computational methods. And

all the difficulties cannot De overcome vhen using the conven-
# tional Hamiltonian, the more so because this Hamiltonian is not quite
accurate by itself.

Under the circumstances, it seems interesting to try to obtaih a
rotation<vibration Hamiltonian in explicit form and expressed in terms of
Cartesian displacements of atoms, which would make it generally valid. The
aim of this article is to show how this task was accomplished.

In order to obtain the Hamiltonian needed it was necessary to give up

the well known common way of obtaining a Hamiltonian in coordinates other

than Cartesian ones, and to try a different method. The method used is the

direct representation of the Hamiltonian originally written down in
Cartesian coordinates, in the coordinates describing the translational,
rotational, and internal motions of a molecule, separately.
In any coordinates, the Hamiltonian has the form
HesK+V (1)

where K is the kinetic and V is the potential part of the Hamiltonien.




Certainly, only K should be considered, since V does not need any trans-
formation.
In the initial rest coordinate system (laboratory system) the

differential operator K has the form

n
i=)
Here
(1) ' 3 3 3 2
P = -1k Vi; Vi=w= (E;’ -371-, -3';;). (3)
(1)

r = (xi,yi,zi) is the radius vector of ith atom; a, = rii) (o=x,y,2) is
the ath Cartesian coordinate of ith atom; ei=nzl is the inverse mass of
ith atom; and n is the number of atoms in a molecule.

We choose the new coordinates as follows: X° = R;, Y° = R;, and
2° = R: are the Cartesian coordinates of the center of mass of the molecule

in the initial rest coordinate system; ¢ = Q. , 0 = 02, and X = Q_ are

3
Euler's angles determining the spatial orientation of the molecule equi-
librium configuration and, hence, the spatial orientation of the rotating
coordinate system rigidly attached to it; a, (§=1,2,...N) are some indepen-
dent internal coordinates describing a deformation of the molecule relative
to its equilibrium configuration, and N = 3n~6 is the number of these
coordinates.s

In the chosen new coordinates, Eq. (3) yields

? ? )
v, = IV R°==x + 1V .Q + IV, q, 57 (%)
i 5 137 "L JaFJ 3 1 Jan
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By introducing

-h —1%—. " - = P (5)

an J
we get from Egs. (3) and (L)

(1)
P =£VR°P°+ZVQw + IV,q,P,. (6)
i i i
g la 3 JJ ] Jd

(From now on we will widely use matrix calculus. We will use the same
notation a = (al,ae,...,az) for both the vector g_with components 2ﬁ and
the column matrix & with elements ‘g._ (J=1,2,...,2). A row matrix b with
elements b, (J=1,2,...,k) will be written as b = ||bb,. .0 ]]. Cwinn
denote the matrix transposed to 2 . The same notation will apply to block
matrices. E will denote an n by p unit matrix.)

It only remains now to find all the V R° 1 J’ and Viq , and to

J
(1)

substitute them in Eq. (6), and then to replace the p in Eq. (2) by

making use of the results obtained. It is very simple to calculate ViR:.
Indeed, by definition

fo w7l £ () (7)
i
where §° is the radius vector of the center of mass of the molecule and
M==z mi is the total mass of it. Therefore
i

v, #o = w1t Em, (8)

where E_ is a 3 by 3 unit matrix.

3
But it is not so simple to find vinJ (J=1,2,3) and vqu (3.1,2....:3).

because it is impossible to represent ¢, 6, X, and all the qJ as explicit
functions of the x,, y,, and z, (1=1,2,...,n). To find these quantities,

we calculate, first, the 3n by 3n matrix




vhere

(a, B = x,y,2).

from which we can obviously get all the quantities we need, since

The purely analytical calculation of matrix D is given in §2.

i

0|

aril) 3 l
aNe

aui
o
&LBRB

pl .

va
N

?Iin° =4

¥ro

aR°
a

381

- b = 9
3

LIS i LI

Then we construct the inverse matrix:

Fllri AT

r = -~

-Vnn

' s '
vlq .nc.: 1@:...:vnq

J
;Vin -‘

a+>

&
301

J
s Ya=d

a>

]
vl
“i

aeli) D) 4 g (1) “
afe : af 2
a
)l Yo
aff a8, 33 aq, |
J+ 3+

(9)

(10)

(11)

(12)

The

construction of matrix D.l. by making use of some important relations

concerning the theory of small molecular vidrations, is presented in §§3-5.

In §§6-8, the kinetic part, K', of the rotation-vibration Hamiltonian is

. constructed in terms of angular and vibrational angular momenta operators.

Since K' contains terms linear in PJ, which do not disappear in the zero

approximation, an appropriate similarity transformation of that canceling

those terms is performed and the final rotation-vibration Hamiltonian is

calculated in §§9-10.

In the calculation, general formulas for commutators

of functions of more than one pair of canonically conjugate operators are

uged.
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2. Calculation of Matrix D

-l
The transformation of any vector 2.given'in the rest coordinate system
into the corresponding vector E: in the rotating coordinate system is of

the form6

a' = Aﬁg)z (13)
(Q) 7 '
vhere Ao is the orthogonal matrix

cosdcosy~ singcosfsiny sindcosy + cosécosOsiny sin®siny

Agn)= ~(cos¢siny+singcosbcosy) ~singsiny + cos¢cos@eosy sin@cosy||. (14)

sin¢sind -cosésind cosf

- L
Since Aén) 1, ng), the radius vectors ;(i) and ;(i) of iph atom in

the rest and rotating coordinate systeﬁs, respectively, are related by
1) L go o KR, (15)
The 3n Cartesian components Gui(isl,z,...,n; a=x,y,z), in the rotating
coordinate system, of the atomic displacement vectors
sa) . 2O g (16)
are generally nonlinear functions of any internal coordinates qJ [ﬁ(i) is
the equilibrium radius vector of ith atom in the rotating coordinate system].

In virtue of Eq. (7), the equation

, ;
Zmi;(i) =0 (17) l
1 |
!
is valid for any arbitrary 6;(1). At the same time, the well known :
) equation é ‘
. (1) (1) . 3
tm, (R ‘68, ~ R, '6a,) = 0 (a¥B; a,B=x,y,z) (18) ;
itVa i 8 i , ;
i .
is valid only for small enough 6*(1).

This statement will be proven in
Section b, _ !

From Eq. (15) we get
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(1)

a$__ . .
Tk = Ey (19)
(a) (R) ' (a)
() _ ||, r“"i k" ot H ’ (20)
3& 1) y 98 : X
o '
( k“” ar(i) ---.:”(i) :--.' (i) (21)
aq ° aql : : an ) ’ an
] ]
Simple calculations yield ! ‘
ax(n) ﬁ’ '
3 ‘ » -0 sinesinx - ayainecolx -a coao)
ak(“’ @
ao - X (-0 cosx + o sinx) > (22)
3x(n)
| - x(ﬂ) (~0,)
o
vhere the matrices
A 000 00 -1 010
o,= {001 |[se,=f{o0 0 o =||-100 (23)
; 0-10 100 000

are closely related to infinitesimal rotations around the axes X', Y', and

Z2' of the rotating coordinate system, respectivnly.a {

Eq. (20), in view of Eq. (22), takes on the form ! [

(1) '
aa xgﬂ) gf) c( a) (2%)




TN, e A ¢ TR i AR . = YOO 32 = .0

' ' v | s
A A A [
i S 4 . 2
' (25)
0 2y %
- L L]
= -2y 0 xi
] \J
¥i=%g (o}
and
-sinf@siny -cosy 0
C(Q) = -sinBcosx siny o }}. (26)
-cos8 o -1

(r)?

The upper parenthetic index "r" indicates that A is related to rota-

tions; the columns of this matrix being the "modes" of small rotations of

(1)’

the vector r around the respective axes X', Y', and Z' of the rotating

coordinate system.8

In Eq. (21), we can make use of the relation

ax_ . :
aqd Ai.1 (27)

where AiJ is a one by three column matrix whose elements are determined by
the choice of internal coordinates, the geometry of the equilibrium con-

figuration of the molecule, and masses of its atoms. We obtain thereby

(i) [] ] [] ] 4
r (a) ' 1 ' ' - x(9)
3.5_.2(0 An:Aia:...| AU:...:AH‘ =2<° A, (28)
' ]

1
We can rewrite A(r)

) in Eq. (25), in view of Eq. (16), as

Air)' - Ag") + Mi") ’ (29)

where

23




. )
A(r) = e R(1): o R(i). o R(i)“ -
X VY VW 2

o gt) g (30)
z y

I | ) PR {3
Z X

1) _gli) 4
Y x

and

(r) _ (1) ()4 (D]
SAMT = ~! G*Gr E oyGr :ozar ll

0 8z, -8y, l

0 éx, f. (31)

The columns of the composite matrix

Alr) o illAif) | - (Air),...,Air),....Aér)) (32)

represent the modes of small rotations of the equilibrium configuration of the

molecule around the respective axes in the rotating coordinate system.9
We will also utilize the composite matrix
A= i Aill LT WV (33)
We can now rewrite matrix D as given in Eq. (9) in the form
. ' '
t (]
Here
]
Eq = (E3,...,E3,...,E3). (35)

k(g) is the 3n by 3n diagonal matrix of the form

24
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(@) _ ||yx(a)

X X, || (36)
and A(r)' is obtained from A(r) by substitution of r(i)' for R(i); thus, in
view of Eq. (29),

AT a7 gyt (37)
where GA(r) is composed of GAgr) in the same way as A(r) of Agr).

Let us note, by the way, that the columns of the matrix E' represent the
modes of the translations of the molecules as a single whole in the initial

rest coordinate system.

3. _Construction of the Matrix p~t

To construct the matrix D"l as given in Eq. (11), we will make use of

the obvious relation

-1, _
D7D = Ey . (38)
The submatrices of D-l should obviously obey the equations
VR°E3 = Eg (39a)
Yax(R)a(r)6(0) E, (39b) !.
¥aX'Pa = g . (30
Yok (R, (£)"c(R) _ ¢ (30a) I
i
QROK(Q)A = 0 (398) ,}
VQE; =0 (391) % .
Yax(®y = 0 (39g)
?qE; =0 (39n)
Yk (W () el) (391)

From Eq. (8) we immediately obtain

25




YR® = M’l%;m (40)

where

m= |'m161J|
and it remains only to find ¥o and Vq. In order to perform this task, we will

use some relations concerning the theory of small molecular vibrations.

4. Some Necessary Relations

Let §r = (cr(l),...,Gr(i),...,sr(n)) be the column matrix representing
the totality of infinitesimal changes in Cartesian coordinates of an n atomic
molecule in the initial rest coordinate system; Gr(i) = (6x1,6y1,621) being

the one by three column matrix related to ith atom. Let, further, q(C) =(q(t).
(r)

q ,q) be the column matrix representing the complete set of coordinates

(¢) (r)

describing separately translations, q , rotations, q'° ‘, and internal

motions, Q, of the molecule. Then the relation of ér to q(C) can be repre-

ér = A (k2)
q(c) = B(C) 51‘, (h3)
the condition
(c),(e) -
B' A Eq, (bk)
having to be satisfied. In accordance with the form of q(C), ve rewrite
A(C) and B(C) as
[} [}
ale) o ||ale)§ al0) gA” (¥5)
ale) o (n(t) () gy, (46)

Equations (L42) and (43), in view of Eqs. (45) and (U6), respectively,
yield

28
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. . et

b = A(E)(8) 4 4(r) (¥)

+ Aq (47)
and
q(t) = B(t)cr (L8a)
(™) = (T, (L8b)
q = Bér. {48¢c)
It follows from Eq. (44) that
B(t)A(t) = E3 . (k9a)
alrha(r) 4 Eg : (49b)
BA = By (49¢)
ptha(r) oo (494)
3(t)s = 0 (49e)
a(r () o (4or)
AL (49g)
mlt) = o (49n)
pal*) = g ‘ (491)
From Eq. (47) we get
- alt), 2oL - PN Sy (50)
33 - 3 23

By comparing this with Egs. (19), (24), and (28), respectively, we find, in

view of the fact that for the case under consideration kin) = E3,
L
Alt) o E, (51)

(r) and A are those given in Eqs. (32) and (33), respectively.

wvhile matrices A
The matrix B is the well known matrix used in calculations of molecular
vibrations. Its elements can be eagily found and depend only on the choice

of internal coordinates and the geometry of the molecule. 012 76 £ind of
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(t) (e)

what a l'uorm are matrices B and B v« Wwe will make use ot the equation

T(C) "X(C)M(C) (52)

- which connects the kinetic energy matrix m (see Eq. (41)] in the &r coordi-
nates with the total kinetic energy matrix T(C) in the q(c) coordinates. 1In

the case under éonsideration, translations, rotations, and internal motions

(¢)

of a molecule are fully separated, and we can represent T

4
with the form of q‘C), as

, in accordance

T(t) o 0
wle) o || o o) o (53)
0 0 T

(t) . (r)

vhere T "', T ', and T are the kinetic energy matrices for the translations,
rotations, and internal motions, respectively.
From Eq. (52) we get, in view of Eq. (4k),
ple) o ple)-1x(e), (54)

Equation (5h4) yields, in view of Eqs. (45) eanda (L46), 1

B(t) - G(b)x(t)m (55a)
3(r) o g(r)x(r)y (55b)
B= lnl...ni...nn = GAm (55¢)
where
o{t) o p(t)=2, o(r) L glr)-1, o p2 (56)

Comparing Egs. (52) and (53), we find, in view of Eq. (51), and Egs. (32)

and (30), respectively,

(t) = L ™
T B'mE ?133 ME, (5.7)

and
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(r) e, (e) | oo ale) (o) | o o
b X mal'T i:ni?(i" Ai" z I

xx Xy Xz (58)

xz “lyp Taz
vhere
Io =T * T, (o¥eh); 1 = imiaii)a; Ig " :i:ninii)ngi) (a¥8).  (58a)
Hence
¢'¥) « T (59a)
o7« 1 (S59m)

(I is known to be the moment of inertia matrix. G is the well known matrix

used in calculations of molecular vidbrations, whose elements for a number of

internal coordinates are tabulated in some works. 012)
Thus we finally find
3 = (60)
BT) w r1x(r)y (60b)
‘ We will also need the ecmat:i.on]'3 ;
; A = BT (61) )
following immediately from Eq. (55¢), vhere
e = ||eg8y)| (€2)
and the equation
Bell = 0 = ||g,|| (63)

which results from Eqs. {61) and (Loe).
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We can now easily see that Eq. (49f) is a corollary of Eq. (49d), and
Eq. (k9h) is that of Eq. (49e); both pairs of equations reflecting the law of
conservation of the center of mass of the molecule. Eq. (49i) is the

corollary of Eq. (L9g) and both can be rewritten, in view of Egs. (32) and

(30), as a set of equations

2(17;1) (1) b(i) (1)) =0 (a,8=x,y,z) (6La) \
i J8

or

(1) (1) _ (1), (1)

2m (R ‘Ja ) =0 (C.B'!.Y,z) (6l‘b)

cJB B

(1) is an element of the matrix B and n(i) is the corresponding

where b
element of the matrix A; the upper pn'enthetic index i numbering the atoms,
the lower index j numbering the internal coordinates, and the index a
referring to the ath cﬂesim coordinate of lnvston. ‘
Equation (18) results from EQ. (6ib), provided Eq. (47) is valid: But
Eq. (47) cannot generally hold for any cr(“—-it should be valid, generally |

speaking, only for small enough 61'(1)

that can be represented as linear
functions of any internal coordinates qJ. And it is precisely this fact
wvhich proves the statement following after Eq. (18).

Equation (6L4) should, in turn, be valid for any arbitrary choice of ‘
internal coordinates qJ. vhich is possidle only because the matrices B and
B', respectively, A and A' for the corresponding different sets of coordi- 1
nates q and q' are related by s linear transformation. Hence, the fulfill-
ment of Eq. (64a) for all the matrices B follows from their fulfillment for

any of them. Matrix B has the simplest form vhen small changes in the .

distances detween pairs of atoms are chosen as internal coordinates. In . )
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this case the internal coordinates Qg0 corresponding to the pair of ith and
£th atoms has ncthing to do with all the other atoms, and, therefore, all
the elements of the respective row of matrix B are zeros, except for those
referring to ith and i'th atoms, vhich arel (up to a sign) (R(i) - it ))1

a ii
(1) _ éi))lﬁ.. respectively, vhere 1,,, is the equilibrium distence

ar e Bt s s B A e N i, s i

and (R

between ith and i'th atoms. Substituting this in Eq. (6la), we get
[ 3

identically

R I A B B B R R LU I ) i

3 Thus, Eq. (64b) for any choice of internal coordinates follovs directly ’
from the identity represented by Eq. (65). But this means that, in
.& distinction to Eqs. (49d) and (49e), Eq. (L49g) does not reflect any physical

law. On the contrary, Eq. (18), which can be interpreted as the equality of

A 2B

the angular momentum corresponding to small deformations of a molecule to

zero, results in the last analysis from the mathematical identity (65). And
this fact eliminates all the difficulties related to the problem of choosing

the rotating coordinate systen.ls

5. _Construction of Matrix pt (continued)

It is obvious that ¥R® as given in Eq. (40) coincides with B't) as
given in Eq. (60a). Therefore, Eqs. (39a), (394), and (39e), in view of
Eqs. (49a), (49d), and (49e), are satisfied (the commutativity of VR® with

k(m is to be taken into consideration). In order that matrix Va satisty

Eqs. (39f) and (39g) it should, in view of Egs. (51), (49f), (L9g), and

(60b), have the form

Yo = c'XF)m(®) (66)




vhere C' 18 a 3 by 3 matrix determined by the condition
¢'KFlp(r)ela) | E, (67

vhich follows from Eq. (39b). Simple calculations give
1]
I -1

P2 S | e

1 ]
'Iyx 2x
[ ] L}

]

xXx

]

. Iw -Izy (68)
L}

xz vz zz
vhere
L, " f“i(ngi)’; * Riu’;)‘ I;a * f"‘:":i)“; (ars) (69)
(a¥sdy) :
(ay, By v i8 any of x, ¥y, z). Therefore
vhere
iny
o ) 0
c(a)' = c(ﬂ)-l - - cosy siny 0 (T1a)
sinyctgd cosyetgd -1
ofr)' o l ‘f::)' H =11 (716)
and Vn takes on the final form
(2)

If we choose Vq = BA*Y"', then Bqs. (39¢) and (39h) would be satisfied,

because of Eqs. (49¢c) and (49h). But Eq. (394) will not be fulfilled, since,
in view of Egs. (37) and (k91),

M(r)'c(n)' - 3“(!')(:(9)' * 0. (73)

B A A - L
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In order not to disturb the fulfillment of Eqs. (39¢c) and (39h), and to ensure

the satisfiability of Eq. (391i), we should choose ¥q in the form
Yo = (8 - xa{T)Y(Fga®) | (T4)
where
K= ("1"""‘,1"""‘1!) = ”"JGH (75)
is an N by 3 matrix determined by the obvious conditions
()" o kg(F)y(FIgy ()" (76)
This gives for k, in view of Eqs. (68) and (T1b),
x = AT = al®), | (17)

Hence, the final expression for 'aq 13 as given in Eq. (74).

6. Construction of the Operator K in the New Coordinates
From Egs. (40), (72), and (Th) we get, respectively,

v o = M lnE, (78)
7,2 = X8 0n alrTy(e) ) (19)
7,8 = XM, - X a{ria(e)y (80)
This gives, in viewv of Eq. (6),
2wty e o K AR M) g L )+ KV (81)
vhere
PO = (P3,P3,PO); D= (H, I, I); P -‘(pl,...,pd,...,p,). (82)

Upon introducing Eq. (81) into Eq. (2), ve will generally get terms both

quadratic and linear in P°, I, end P. 1In calculation we will use the matrix

representation of the scalar product of vectors, namely, o
(a,b) = 8b. (83)
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It is casy to 3ee nuw that no terms linear in any P:. "J’ or P, can be due to

J
(1) (1)

the term M'1m1P° in p'"’, because all the terms in p are independent of R°.

On the other hand, the only nonvanishing quadratic term originating from -
u‘lmip° is, in viev of Eq. (kO),

. l-. o opo 1 -1 2 2 02
x°-2¥§ei?/ix°viap = 3 M(BRZ + P92 + P22) (8Y4)
vhich is of no interest, since it refers to translations [other quadratic terms

containing P° vanish due to Eqs. (39f) and (39h)]. Thus we should deal only

vith
K'=K-K°= _"1T f‘i(l’u)"?(i)') (85)

vhere
Y . v + v, 3. (86)

7. Introduction of the Angular Momeptum and "Vibrgt:lgai Angular Momentum"
Operators

We will, first, consider the operators for the angular momentum components.
The operator ”a for ath component of that in a rest .goordinnte system has the

well k_novn form

- (1) (1)
{(a, B, and y take on any of the values x, y, or z in the indicated succession).
By making use of the matrices o as given in Eq. (23), ve can rewrite Eq. (87)
as

A1) (1)
Ma-fr op - (88)

For the components of the angular momentum along the axes of the rotating
coordinate system, we should substitute in Eq. (88) ?“')' for 'x‘-'(i). and
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(n) (1) (1)

P for p ', thus obtaining
” - i«.(i) o Agn)p(i). (89)
Since 'x‘-'(i)'ou, in view of Eq. (25), is ath row of- matrix xir)" we get from
Eq. (89) ‘
M= xizki")'no(“)p“). (90)
This gives, because of Eqs. (39i), (81), and (68),
p = X palmiyted ala)y _alady (91)

Besides, we can introduce, in view of Eqs. (55¢) and (T7),

we X "% o KT macp = e, (92)
By comparing this with Eq. (91), we gsee that y has the meaning of the operator
of the angular momentum corresponding to the internal motions of a moleéule,
and 1t is known to be called the operator of the "vibrational angular
momentum."”

Equations (91) and (92) allow us to rewrite Eq. (86) as

o) @ 10 ALY ey 4 R (93)
and
pt = A ElE) iy & 3D, (93a)
8. Calculation of the Operator K'

When calculating the RHS of Eq. (85) we get terms both quadratic and
linear in M-u and P. The former ones are obtained from §'cp’, yielding, in
view of Eqs. (93a), (49i), (58), and (63),

In 1 P '
-QT'GP' = 'é' z VQS(MG“““)(”G.“B) + 2 L BJlPJPl ) - (9,‘)

a,8 3,2
where Yo8 are the elements of the matrix

35




L L]
recir) e, - (95)
To get the terms of K' linear in M-p and P it is convenient to keep the

form of p(i)' in Eq. (85) at right from comma as given in Eq. (93), and at left

from comma to use

(1) & ) 3
P S - (IVQ—-* v q__). (96)
3 i JanJ 3 i J3q,

Thereby we obtain for the linear terms, in view of Eqs. (72), (74), (58), (77),
and (L49i),

' ' (a) '
. %{ﬁcsm ¢{r) Ai::-)“‘(’n)aa‘IJ “1‘§r)a(r) (N-u) + ¥ P)
(r)' 33(1')'
tx G 1 (M-u)}
i %y
th ooy 4 an ih
=3 :(sa + 80)(M-u) - —2-§3er (97)

vhere 03“)' is Jth rowv of C(n)'.

For any column matrix f, = (z,_, fiy’ fiz) we get, in view of Egs. (22),
(24), and (72),

@) () " Y ;
gfc.(‘ln) o(r) xir)A‘()n) 5:J £, = ESPC(Q) () xir)lix('} o)

= spo(*) '11:21')4‘(';; (98)

1]
vhere Ai'&; is obtained from Air) as given in Eq. (25) by substitution tiB
L]
for si.
’
For s - we should write

£, - .A”B:’ ) (99)
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wvhere

Ei")' = (sg)' g}(,;)' ::)') (100)

is ath column of &(*)'. Eqs. (30) and (100) yield

o= (L tyysty,)
O A WO A O A o)
Furthermore,
(£) (£) (t)
Le Lo I
(r) (r)*- (r) (f) (r) = 1(f)
zki Jf) Ly Ly Iy 1 (102)
(f) (1) (£)
Tee -Iyz Iz
vhere
xg) z(n“)f +a“)r P 'f) . m‘ )e (103)

i8 'y aB 18
‘(afsm 1°

In vhat follows we will hoose the principal inertia axes as the axes of the

rotating coordinate system, thus obtaining

0 FULE
i . -ngi:)' 0 I g(')' (104)
Lo e 0|
vhere I_ are those given in Eq. (58a). We now finally get from Eqs. (99)
and (104)
. - spa{™)'1(0) s
- IB“\(r:) _4;)' (e)'y 4 (.g)' (r)'_ (r) (r)'). (ohiy)




(1) (r)’

For small enough ér , when G

an the form

oy = (elp) e A e ).

For sJ we have
o (1) (1) (1)
£, (be ,bay ,bJz )

which leads, with due allowance for Eq. (55¢), to

(1) (i)
0 by by .
(r)' (1) (1) (r)
Agey = 4| by © Bix |1 = mZ8y4A0H)
(1) (1) £=1
LY 0
where
(1) (1)
0 892 “8ey
(r)’ (1) (1)
A(g) = || =g O &ex
32;) -sii) 0

Therefore, in the case under consideration,

¥,
*

(r)y(r) 0 (r) (r)*
fxi Aje) “sz‘ixi As(e):
=1
But, in view of Eq. {68), the RHS of Eq. (110) can be rewritten as
18, I,
y It (2)
where

L} aI.
I(l) ® aq‘ *

Hence, we finally obtain
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is a symmetric matrix, S, obviously takes

(106)

(107)

(108)

(109)

(110)

(111)
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i = 5pa'™) tg L -g c

l =1 =1
B where
= spa{™)'r)
¢, = Sp (2)° (113a)
At last, as follows from Eq. (9T)
a(r » 3(:-)'
" (r)' (l‘)'
8" = Ik .G = -SpkG (11k)
P an a&
But
AT ) ade ate)t
. Ty - N [ (115)
J J
Therefore, in view of Eq. (112),
33(1-)'
- () Y'( (116)
aq alq)
where
)-' K (r)' (r)
Yoo = I T . ?(3)3 ‘- <n)a It (a1m)
and Eq. (114) with due allowance for Eq. (95) takes on the form
= SpkTY ()" (118)
Combining all the results obtained, we get
K' ’}"Z'Y (M -u )M -p,) +lt8 PP
2 “Tag’a "a’ B '8 2 "Ny e
a,8 J.2
- i gty - 2 1ty + e 0wy, (119)
All the terms of Eq. (119) linear in ”a'"a vanish when 6:-“"-»0, but those
linear in PJ do not. This fact can cause difficulties in practical




utilization of the Hamiltonian coptaiping K', and it is more convenient to
replace the latter by an operator K", such that it doea not contain the
undesirable terms and, at the same time, is connected to K' by a similarity
transformation. This transformation should make use of the Jacobian of the
initial Cartesian coordinates with respect to the new ones we have chosen,

as it takes place when passing to the normal coordinates.

9. Calculation of the Jacobian

The Jacobian of the initial Cartesian coordinates with respect to the :

|1/2

nev ones obviously is |D , vhere D is the matrix given in Eq. (34). From

Eq. (34) we get

", 0 0
YD = o #a)mp(a) alR)x(r) (120)
‘ o Am(?)'c(®) T
vhere
= XV, (121)

Equation (120) yields,m in view of Eqs. (55¢) and (76),

[Bap| « || = const{c{M 27| [1"-kTx | . (122)

L]
Since we are interested only in the fector depending on r(i), we will deal

_— merely with II"-ngl. To simplify this, let us consider also the inverse

matrix
|| Wiey 0 0
pled ) e || o PO L 2 (123)
0 —ert(®)’ G + I
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It follows from DmD(D leD l) = E3n’ in view of Eq. (61), that

"% = 1L, (12%)

Therefore, in view of Eqs. (122), (95), and (T1b),

[Dlef' 5 D Rac™y. : (125)

10. Calculation of K" and the Hamiltonian

In this section ve will need some results concerning canonically
17,18

-

conjugate operators. That term is used for any operators & and

obeying
[ab] = cE (126)

where ¢ is a constant and é is the unit operator. Operators PJ and qJ are
canonically conjugate, s‘being equal to -fh. Functions of canonically
conjugate operators are noncommtative, and if there are N mutually
independent pairs of candnically conjugate opera.tors‘éJ and‘éd for which
the relations

[a,5,) = o8, %; [8,3) = (o] = 0 (127)

where £ is the unit operator, are valid, then for the operators ¢ =

o(al,...,an,bl,...,bu) and £ = f(al,...,a“,bl,...,b“) we obtain

aa an [ I S | g A
or= e sz (L 2331 (128)
2 9b” 2da b da
]
where
l- lﬂ lA lﬁ
1L,  (tant 2L 3¢ . (129)
2 abl a‘l 1l .11 .l“ . .l“
Loty ety mt...on os ... omy
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When applying Eq. (128) to the calculation of

K" = 'G(r)'|-1/2x' 'G(r)'Illa (130)

L]
we vill need the first and second order derivatives of IG(r) l]‘/ 2 vitn

respect to the qis. We have, in view of Eq. (112), and (113a)

”J?W“2=iN“”Pm@fﬁgl--l,dﬂjug
1 2 %, 2
and, in view of the linearity of I' in the 6r(1)'s,
2,,(r)"1/2
3l [kl W (O LIS VLS € LAFI ¢

3 (131)

I(y)

pREPRC LD V- ¢ ) LTI ¢ ) Ly
+2|o"| e PP g

) " % 'G(r)'llle(

-;—clcj-&c“) (132)

where

JERPRIPN ¢ ) LSRR € ) LSy

In Ea. (130) |6¢*)" |12 15 & function of the &r'l) only, vhereas the
b, are functions of both the P, and srt). But, as it is seen from Eq. (128),
ve vill not need the derivatives of y, vith respect to q,, since |G(r)'|
does not glapend on PJ. On the strength of Eqs. (131) and (132), the trans-

formation given in Eq. (130) merely adds to K' some linear terms and

functions. In particular, the linear terms resulting fro-% z g:ul’:’l’l are,
Jr2
in viev of Eqs. (128), (113), and (131),

% 1h
£ c,g,.Py ® = IsP, . (133)
..J“'JJ ZJJi

These obviously cancel the corresponding linear terms in K'. The term
quadratic in PJ yields also, in viev of Eq. (132),




' 32 1 )
Vi*~¢ L SLJ(E'czcg + ch)' {154
2,J

; From the term linear in P, ve get, in view of Eg. (131), !
E . . o h2 . .'ﬁ? . i
ﬁ \ K—-JchJ T L &gy (135)
: " L,
; We get linear terms, which are due to the term quadratic in M;'“a’ from
‘. ih 2 ‘ ;
1 T Haplcy o, (Myug) (Mg-ug) - (136)

a,B
In view of Egs. (92), (Tha), ana (128),

a(M;-uu)(ME-uE)

9P, - "‘Ja‘”a"'a) - (”c"“a"‘.w
= - [kyq(Mgmg) + kyg(M u )] - mixgg’xh (237)
where
x
\ x§:> = -aa-i-ﬁ- . (138)

Therefore, Eq. (136) yields

H ¥ (2)
-2t 'aagca"ds(”u‘”a) YT Yap E Cy¥yp “ra
a,B a.8 J.'.

: = - % sy’ (M ~u ) + V, (139)

' a

i

§ where .

' "os 40)

g *a ggcdxdsyau (1
-t

i . and .
. A (1)

@ Vo= L £ %38 %2aa8%y" {141)

a8 2,)
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From the same uuadratic term we also obtain, in view of Zqs. (128),
(132), and (137),
112
V3== - 21“2 (:Jauze-rnmxds)(a cch +c J) .
a,B Js2
b 2 . 1
i NI 7 TP zs(a z"a +egy) (1k2)

a,B J,2

At last, terms linear in Mu-" yield
t2
- ] "
v, = z(sa +8 )ch ja° (143)
a J
Combining all the above results, we can finally write the rotation-
vibration Hemiltonian H" = K" + V as

i

" =3I v”(llu-u () -us) +35 S BJ,PJ N
a,8 Jol
s | -
-3 :'-a(n. ",) +V' +V (1kk)
vhere
s,*s. ¢ s: + s:' ‘ (145)
and
s v'-vi+v;+v2+v3+vh
42 (1),
= T[t(t ta 18 “2a¥a8 ~ :('c + )x )c:j
1
+f (5 8y - £ K yq" “v“)c - (‘Jl +21 ‘.)O‘tBYoB)ch]' (146) .
JO‘ ¢’. J’l ﬂ.'
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Here s;, s:. and s: are as given in Eqs. (105), (118), and (1L40), respective-

ly. The rest of notation remains the same as before.

11. Discussion !
. The coe=fficients Yug a0d 8 in Eq. (144), as well as V' in it, can be

1 expressed extlicitly as functions of Cartesian displacements of atoms in the
rotating coordinate system and do not depend on the choi~e of internal
coordinates. Therefore, they can be calculated in & system of internal
coordinates the most appropriate for every particular case, irrespective of

vhat a system of internal coordinates could be chosen for the computation of

molecular vibrations.
$ No restrictions in the magnitudes of the atomic displacements have been

made in deriving the nev Hamiltonian; therefore, it is exact. In contrast

with this Hamiltonian, the conventional one is valid only for small enough
atomic displacements due to the fact that they are represented as linear
combinations of normal coordinates.

The new Hamiltonian can be easily represented in the form of a
differential operator, by making use of Eqs. (91), (92), (T1a), and (5).

This fact releases one from the necessity of utilizing the only computa-

tional method used by nov, namely, the perturbation one, and allovs one to
hppe that some other methods of approximate calculation could be used more :
successfully. Even if one chooses the perturbation method, the new Hamil- :
tonian seems to be simpler for applications, since it has an explicit form
and all its coefficients can be expressed explicitly.

In application of the nev rotation-vidbration Hamiltonian to the

particular case of linear molecules, if the molecular axis is chosen as the




(1)

z-axis of the rotating coordinate system, then x = 0, the Rx (i)

and Ry are

zeroa in Eq. (30) and everywhure else, because of which I and I' as well as
G(r). G(r)., and T are 2 by 2 diagonal matrices with equal diagonal elements
in each of them. The Hamiltonian as given in Eq. (14k) is thereby signifi-
cantly simplified.

I will emphasize, tco, that in deriving the new Hamiltonian the only
supposition that has actually been made is the existence of an equilibrium
configuration for a molecule. No Eckart's conditionsm proved to be necessary
anywhere in the deduction.

In the process of the derivation, the equations of §4 proved to be very
helpful. The method of calculation of the Jacobian needed (§9) as well as
the method used for the similarity transformation of X' (510) may be of
particular interest too.

The following advantages of the new rotation-vibration Hamiltonian over
the conventional one are obvicus: (1) the exactness of the former, in
contrast with the approximate nature of the latter; (-2) the explicit form of
the former, in contrast with the tangled form of the latter; (3) the indepen-
dence of all the terms nf the former but V of the force coefficients, vhereas
all the terms of the latter except V are implicit functions of those; (i) the
possibility of applying approximate calculation methods other than the pertur-
bation one to the former, vhereas that is impossible to do for the latter.

Certainly, some other advantages of the new Hamiltonian over the conven-
tional one would be revealed in practical application of the former to the
computation of various particular rotation-vidration spectra. The nev

rotation-vibration Hemiltonisn cen prove to be of special importance for
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computation of molecular spectra in the case of large rotation or vibraticn
quantum numbers, in particular, for computation of spectra of molecules near
their dissociative limits. But I do not foresee cases when the conventional

rotation-vibration Hamiltonian could have any advantage over the newvw one.
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